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#### Why This is Relevant

 The number representation everyone is taught in grade school is the decimal notation, using the ten digits 0 through 9, where the value represented by the digit is multiplied by a power of 10 based on its position relative to the decimal point. Progressing to the left the powers of 10 increase (100 = 1, 101=10, 102=100, etc.); following the same pattern progressing to the right of the decimal point, the powers of 10 decrease (10-1= 1/10, 10-2 = 1/100, 10-3 = 1/1000, etc.)

On most computers today, the most commonly used internal representation for numbers that are used in calculations is based on binary or base-2. This internal format is chosen because it is the format that is most efficient for storage space and most directly supported by the hardware, meaning that it also takes the least amount of clock time and CPU resource to perform calculations with numbers in this format.

Computer application users, on the other hand, enter values in decimal or base-10, and expect results to be displayed in decimal. That base-2 is used under-the-covers is for the most part invisible to the user, but there are some cases – specifically when decimal places are involved – where unexpected results can become visible to the user: values that the user expects to be identical and which may even be displayed as identical are not; values displayed to enough decimal places appear to have "random" garbage digits or unexpected "rounding" errors. Occasionally users experiencing these artifacts for the first time will report them as software "errors". They are not errors, but the unavoidable consequence of the use of binary representations internally to improve the performance of the application.

Spreadsheet applications like Excel and Calc store numeric values in base-2, but use enough significant digits so that with rounding of displayed decimal equivalent values the counter-intuitive effects with fractional values are rarely seen by users[[1]](#footnote-1). You should, however, be aware that if you started to work with very large currency values accurate to one cent (on the order of trillions of dollars), that you might start seeing discrepancies at the penny level.

#### Integer Values

Any integer value may be exactly represented using any base ≥ 2, provided storage is available for enough digits. The higher the base, the fewer the number of digit positions generally required to represent larger values.

To represent a value using base n requires n unique digit symbols corresponding to numeric values of 0, 1, …,up to n-1. For decimal base-10 we use the 10 symbols "0", "1", "2", "3", "4", "5", "6", "7", "8", and "9". For base-n where "n" is less than 10, we use the first n digit symbols used for base 10. For hexadecimal base-16, we need 16 symbols, now customarily using "0" through "9" plus "A", "B", "C", "D", "E", and "F" to represent the six values corresponding to the decimal values 10, 11, 12, 13, 14, and 15.

So, for example, the value 510 in base-10 (written as 51010 to explicitly show the base used)
is interpreted to mean (taking digits from right to left) as 0 + 1 ✕ 10 + 5 ✕ 102

In base 2 that value would be 111,111,1102 = 0 + 1✕2 + 1✕22 + 1✕23 + 1✕24 + 1✕25 + 1✕26 + 1✕27 + 1✕28 = (in base 10) 2 +4+8+16+32+64+128+256 = 51010

In base 3 it would be 2002203 = 0 +2✕3 + 2✕32 + 0✕33 + 0✕34 + 2✕35
 = 6 + 18 + 486 = 51010

In base 8 it would be 7768 = 6 + 7✕8 + 7✕82
 = 6 + 56 + 448 = 51010

In base 16 it would be 1FE16 = 14 + 15✕16 + 1✕162

 = 14 + 240 + 256 = 51010

To represent the same numeric value takes 9 digits in base-2, 6 digits in base-3, 3 digits in bases 8, 10, and 16.

The bases most commonly used to represent values stored in a computer are base 2, base 8, base 10, and base 16; although in the past some other unusual bases like base-3 have even been used.

Bases corresponding to a power of 2 have a special relationship to base-2 values in that they may used as a kind of "shorthand" for representing a binary value but using either one third or one fourth the number of digits.

To write a binary value like 1111111102 as an octal (base-8) value, no elaborate conversion process is required. Simply group the binary digits into groups of three digits (adding extra high-order zeros if not already a multiple of 3 digits) as in (111) (111)(110), treat each group as a separate value and calculate the base 10 value as in (7)(7)(6), and notice that 7768  is indeed the representation of the same value in base 8. To reverse the process simply treat each base-8 digit as an independent value and rewrite each base-8 digit as the corresponding 3 digits in base-2 and then combine them end-to-end.

Since 16 = 24, to convert base-2 to base-16, instead group the digits of the binary value in groups of 4 (adding high-order zeros to get a multiple of 4 digits). The same binary value becomes
(0001)(1111)(1110), treating each group as a separate value gets (1)(15)(14), converting each value to the corresponding valued symbol in base-16 gets (1)(F)(E), and 1FE16 is indeed the representation of the same value in base 16. To reverse the process simply treat each base-16 digit as an independent value and rewrite each base-16 digit as the corresponding 4 digits in base-2, and combine end-to-end.

Unless an integer value is so large that it exceeds the maximum number of digits that can be stored, any integer value can be exactly represented in any base. Computer numeric representations limit the maximum number of digits, so when that limit is exceeded either the number cannot be stored or an approximate value with a limited number of significant digits is stored. The user should receive an error indication if a value cannot be represented.

#### Non-Integer Values

Values from measurements in the real world rarely have exact integer values. Depending on measurement tools used, real world measurements are either made to a certain number of decimal places or precision, or perhaps to a nearest fractional subdivision, like a length measurement to the nearest 1/16 of an inch. While students in grade school are taught how to do basic arithmetic of addition and multiplication by hand using fractions, and calculations with fractions that leave results in fractional form can always be exact, keeping all intermediate and final results in the form of fractions for complex real-world calculations quickly produces results with very large numerators and denominators that are impractical to use and which may imply a precision that is not warranted.

For more complex calculations, one is taught to instead use decimal numbers with a fractional part separated by a decimal point. The rules for performing calculations with values expressed to a given number of decimal places, followed by rounding results to a precision appropriate to the precision of the original values, are both easier to perform and make it clearer that the accuracy of an answer is limited by the accuracy of the original data.

With values expressed in decimal (base-10), the value represented by digits to the right of the decimal point have progressively smaller weights, 1/10, 1/100, 1/1000,… etc progressing further to the right. From our familiarity with working with decimal fractions, we intuitively understand that a value with three decimal places can represent a value to the nearest 1/1000th, and even exactly represent any value that happens to fall exactly on a 1/1000th boundary.

When a computer represents a value in base-2 with a fractional part, the values represented by digits to the right of the binary point have progressively smaller weights also, in this case ½, ¼, 1/8, 1/16, etc. So it you have a binary fraction with 10 binary places to the right of the binary point, you can express a value rounded to the nearest multiple of 1/210 or 1/1024, roughly equivalent to being able to express a value to the nearest multiple of 0.000976562 in base 10.

While it is true that one significant digit in a decimal representation roughly corresponds to about 3.32 significant digits in a binary representation (the ratio of log 10 to log 2), what is not intuitively obvious is that fractional values that may be exactly represented in one base may require many more places than that ~3.32 factor would imply to exactly represent the same value in a different base. We also find that some very simple fractional values, like 1/3 cannot be exactly represented as a decimal fraction. It can be approximated to any desired degree of accuracy (0.3, 0.33…, 0.3333, etc.), but can never be exactly represented. What is not intuitively obvious is that although a 10 bit binary fraction can express values to a slightly higher precision than a 3-digit decimal fraction, not only can a very simple decimal fraction like 0.110 not be represented exactly by a 10 bit binary fraction, it can't be exactly represented by any binary fraction. The fraction 0.110 becomes an infinitely repeating binary fraction (0.000110011(0011)...2) that cannot be exactly represented in binary by any number of bits.

Programming languages and user interfaces to spreadsheet applications typically allow the user to specify fractions in base-10 for values that are actually stored in base-2. That means that fractions that the user considers to be exact, like 0.1, may actually be stored as an inexact approximated value. This can cause unexpected results in some cases. For example, using Excel to add various powers of 10 to 0.1 and then subtracting that same power of 10 value off again and displaying the result to 12 decimal places gives the expected result of 0.100000000000 up to 104, but for 105 and above strange garbage starts to appear to the right:
When 1014 is reached, adding 0.1 just gets an intermediate result of 1014 and a final result of 0.0 .

This is not the behavior one would expect if the calculations were being done in base-10. In base-10 one would expect to consistently get back the exact same 0.1 value until the power of 10 reached the number of significant digits that could be handled, causing the 0.1 to be dropped when the larger value was added with a 0.0 final result. By doing other tests it can be shown the "garbaged" result values obtained for 105 through 1013 are consistent with loss of bits in base-2 arithmetic from the approximate binary representation of 0.1. Both Excel and Calc do a good job of hiding this behavior by rounding displayed results. If the results above are displayed to only two decimal places, all results are consistently displayed after rounding as "0.10" until changing to "0.00" on the last line. This is what one would expect if the calculations were done in decimal, but in this case the displayed values would be deceptive: If you were to compare the last two "0.10" displayed result values, we know from displaying the values with more decimal places that you would find they are not equal.

One can experiment and find other cases where the lack of an exact representation of 0.1 in base 2 causes strangeness:
=100+0.1-100 with the cell formatted for 15 places yields 0.099999999999994 instead of 0.1;
adding 522 cells containing 0.1, formatted for 13 places yields 52.1999999999999 instead of 52.2 (a sum of fewer than 522 cells displays sums that appears exact to the nearest 1/10)

#### Conclusions

Unless a computer application or the implementation of a programming language explicitly says that calculations will be done in base-10, you should assume that they are done using more efficient computations in base-2, with all the limitations that implies on representing some simple decimal fractions exactly. It is technically possible even on a binary-based computer to create a computer application that will store numeric values in base-10 and do all arithmetic calculations using base-10 arithmetic; but this is rarely done because it is more complex to do so and would have noticeably poorer performance than using the base-2 functions directly supported by the computer hardware.

Do not assume that fractional values entered or displayed are exactly stored, even though they may be displayed as exact; or that two displayed fractional values that are displayed identically are indeed identical. Any spreadsheet logic or program logic working with numeric values based on numbers with fractional parts needs to take this into account and be aware that comparing values derived from fractional values for exact equality may not work as expected. Where this becomes a problem, It may be possible to use the ROUND function to eliminate non-significant differences between two values with fractional parts.

These caveats can also apply to spreadsheets containing US currency values expressed to the nearest cent, as 1/100 like 1/10 lacks an exact representation in binary. Because of the number of significant digits retained and the rounding of displayed results, using spreadsheets for personal accounting or for most business applications you shouldn't see any problems. But, if you you try to track the U.S. national debt to the exact penny using a spreadsheet, that is getting close to the point where entered values and computed results might not have enough significant digits in Excel or Calc to resolve correctly to the nearest penny, and values could easily get off by a penny or so.

Understand the limitations when a computer application uses base-2 representations internally.

1. With some deviations, Excel uses the IEEE 754 standard double-precision binary floating-point numeric format for storing numbers using 64 bits to store values with 53 binary bits of precision and a multiplier of 2-1022 to 2+1023. This roughly corresponds to 15 decimal digits of precision and a magnitude-of-value range in decimal from 1.79769313486232x10308 to 2.2250738585072x10-308. [↑](#footnote-ref-1)